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A quantitative analysis of the Resource Public Key Infrastructure adoption of
authoritative Domain Name System servers

by Sander POST

and
Brice HABETS

The Border Gateway Protocol (BGP) was not designed with security in mind. The
Resource Public Key Infrastructure (RPKI) aims to add integrity to BGP. This enables
autonomous system (AS) operators to cryptographically sign their IP prefixes. With
a Route Origin Authorisation (ROA) operators can establish from what AS a prefix
may originate. By verifying the ROA, operators can perform Route Origin Valida-
tion (ROV). This prevents signed prefixes from being hijacked. This research tries
to answer the question “What is the state of RPKI adoption on authoritative name
servers?” as, to the best of our knowledge, this has not been done before.

To test this, there are three entities. One entity announces a valid prefix, one an
invalid (more specific) prefix, and a querier. The entities announcing prefixes collect
DNS replies.

Data sets from OpenINTEL are acquired. These data sets contain a list of authorita-
tive DNS servers and their IPv4 and IPv6 addresses, as well as how many domains
they serve. These servers are queried every hour for a total of 8 days; 4 days with
a sorted list of IP addresses and 4 days with a randomized list of IP addresses. The
responses are then correlated with the data sets acquired earlier and with a list of
Validated ROA Payloads (VRP).

This study shows that 42.87% of the IPv4 reachable authoritative name servers are
protected by ROV, and 75.06% are covered by a ROA. For IPv6, this is 39.20% and
79.76% respectively. It is also shown that, in proportion, IPv6 reachable domains are
better protected than IPv4 reachable domains. 73.14% for IPv6 and 62.48% for IPv4
respectively.

With the environment used in this research, we can not precisely determine which
AS does ROV. This is because paths on the Internet are dynamic as shown by our
results. It is shown that an average of 0.89% IPv4 and 0.55% IPv6 of the total DNS
responses arrive at different collectors during the day. Therefore, every intermediary
hop needs to implement RPKI and ROV. It is only possible to assume that the AS
does ROV, as currently there is no way to measure if every hop in the path does
ROV.

HTTPS://WWW.UVA.NL
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Chapter 1

Introduction

The Domain Name System (DNS) and the Border Gateway Protocol (BGP) are two
fundamental building blocks of the Internet. These protocols were not designed with
security in mind. In the past, this caused outages, such as the one seen on the 24th

of April 2018. On this day Amazon’s Route 53 DNS service was hijacked. Attackers
were able to announce a more specific prefix into BGP and redirect DNS traffic to
their malicious server. They targeted a crypto wallet app and reports indicated that
over $150, 000 in cryptocurrency was stolen [1]. A year later, on the fifteenth of May,
2019, the Taiwanese Quad101 public DNS system was hijacked [2]. For three and
a half minutes an Autonomous System (AS) in Brazil was announcing that Internet
Protocol (IP) space, that could have resulted in severe damage.

With the rising demand for security, different additions are proposed [3], [4]. For
DNS, the Domain Name System Security Extensions (DNSSEC) is specified. It en-
ables, for example, the cryptographical verification of DNS responses. For BGP, a
proposed security building block is called the Resource Public Key Infrastructure
(RPKI). This enables AS operators to cryptographically sign their IP prefixes. With
a Route Origin Authorisation (ROA) operators can establish from what AS a prefix
may originate. By verifying the ROA, operators can perform Route Origin Valida-
tion (ROV). This prevents signed prefixes from being hijacked.

There has been research into the adoption of RPKI on the Internet by Chung, Aben,
Bruijnzeels, et al. [5] and on public DNS resolvers and their adoption of RPKI by
Brouwer and Dekker [6]. However, to the best of our knowledge, no research has
been done into authoritative name servers and their ROV adoption.

This study envisioned that this can be measured by simulating a BGP hijack by
announcing a self-owned more specific prefix for both Internet Protocol version 4
(IPv4) and Internet Protocol version 6 (IPv6). Then, a querier sends DNS queries to
an authoritative name server. This can be done by querying addresses from a list
containing IPv4 and IPv6 addresses of authoritative name servers. Two collectors
listen for query responses. One collector resides in a valid prefix, the other collector
in an invalid prefix. As the response will nominally show up in either collector, it
is possible to measure the ROV state of a specific authoritative name server. How-
ever, a response may end up at a different collector depending on the moment of
collection.
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Using the environment described above, this study aims to answer the main research
question:

“What is the state of RPKI adoption on authoritative name servers?”

In order to better answer that question, the following sub-questions are defined:

• How many authoritative name servers reside in an AS that does ROV?

• How many domains are protected?

• How many authoritative name servers have ROAs?

To aid reproducibility and future research, the code used during this research is pub-
licly available at:

https://gitlab.com/spost-os3-nl/dns-rpk-why

The rest of this paper is organized as follows. In section 2 relevant information on
systems such as RPKI and ROV are given. Section 3 presents the current state of re-
search into relevant topics. Chapter 4 shows an overview of the methods used, how
these are applied using the experimental setup, and what experiments are done.
More importantly, it shows how readers can reproduce the experiments. Chapter 5
presents the analyzed measurements and findings. The chapters 6, 7, and 8 discuss
what can be done to possibly improve measurements, discuss future work, and fi-
nally conclude the report.
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Chapter 2

Background

This chapter describes the relevant background needed for this study. It starts with
a very brief introduction of DNS and BGP and security protocols that are added on
top in subsections 2.1 and 2.2. Subsection 2.3 describes the autonomy of BGP route
hijacks to then explain RPKI in subsection 2.4 and ROV in subsection 2.5.

2.1 DNS

The Domain Name System (DNS) is one of the fundamental building blocks of the
Internet. It translates domain names to IP addresses. The protocol was first specified
in the early 80’s [7] and later standardized [8], [9]. In this research, authoritative
name servers are queried using the User Datagram Protocol (UDP). These servers
are the authority for specific domains, and serve the DNS records for that domain.
From here on an authoritative name server will be referred to as an authoritative.

In its basic form, DNS has no security. However, because it is an operational part of
the Internet [4] security protocols were added on top. In the late 90’s DNSSEC was
specified [4]. DNSSEC enables cryptographical verification of DNS responses. In
2010 the first cryptographical key was prepared for worldwide use by the Internet
Assigned Numbers Authority (IANA) [10].

2.2 BGP

The Border Gateway Protocol (BGP) has its origins in the late 80’s and is also one of
the fundamental building blocks of the Internet [11], [12]. The Internet consists of
a set of ASes hosting a part of the Internet. These ASes are interconnected to each
other. BGP exchanges network connectivity information between the ASes. Hosts
participating in BGP are called BGP speakers. The initial protocol specifies authen-
tication of peers. However, it does not provide confidentiality to the transmission of
data.

Because of the rising demand for security [13], early 90’s the community proposed
several techniques to secure BGP [14]. Smith and Garcia-Luna-Aceves [15], propose
cryptographically verifying the second-to-last hop in the AS_PATH. Another verifica-
tion method was proposed by Li, Bush, Rekhter, et al. [16]. In the proposed protocol,
received prefixes should be consistent with their allocation in an Internet Registry
system. The verification relied on DNS to provide a repository with information on
address space allocation.
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In 2006 the Secure Inter-Domain Routing (SIDR) Working Group (WG) started at the
Internet Engineering Task Force (IETF) [14]. Over the years RPKI was developed
and is being deployed [5], [17]. It is explained in more detail in section 2.4. Later, the
BGPsec Protocol Specification by Lepinski and Sriram [18] was published. BGPSec can
cryptographically verify hops originating UPDATE messages. If all hops in an AS_PATH
implement BGPSec, the complete path can be verified.

2.3 BGP route hijacks

BGP route hijacks happen when an AS announces an IP range that it is not autho-
rized to. As stated by Birge-Lee, Sun, Edmundson, et al. [19], there are multiple types
of BGP route hijacks:

• Traditional sub-prefix attack: an attacker makes an announcement for a more
specific prefix than the victim. Due to IP routing preferring the more specific
prefix, the traffic will be routed toward the attacker.

• Traditional equally-specific-prefix attack: an attacker announces an equally
specific prefix. With this attack, only ASes closer (keeping in mind local pref-
erences and AS_PATH lengths) to the attacker will route traffic to the attacker.
This means some of the traffic still ends up in the victim AS.

• Prepended sub-prefix attack: the attacker claims to be able to reach a more
specific prefix with a non-existing connection. With this attack, the attacker
prepends the victim’s AS number to the path, followed by its own AS number.
With this attack, the attacker AS no longer claims to be the origin for the prefix.
This aims to increase the invisibility of the original attack.

• Prepended equally-specific-prefix attack: the attacker claims to be able to
reach a more specific prefix with a non-existing connection. Again, in this at-
tack the victim’s AS is prepended to the path, followed by the attacker’s AS.
Here, the prefix length is kept the same as the original prefix.

• AS-path poisoning attack: an attacker announces a valid route to a more spe-
cific prefix in order to intercept the traffic en route to the victim. Here, the
attacker acts as a man-in-the-middle.

For this research, only the traditional sub-prefix attack will be considered. The avail-
able resources include a /23 IPv4 prefix that can be hijacked with a /24 and a /47
IPv6 prefix that can be hijacked with a /48. Usually, such a hijack triggers mon-
itoring systems, as a prefix suddenly originates from a different AS [19]. For this
experiment, that does not matter. Furthermore, the only interest is if the AS where
the queried authoritative resides implements ROV.

2.4 RPKI

An Infrastructure to Support Secure Internet Routing [20], or also known as RPKI, is an
out of band verification mechanism to validate received BGP route advertisements.
The system is a hierarchical Public Key Infrastructure (PKI) containing objects and
certificates. The end owner of the Internet Number Resources (INRs) is the IANA.
Therefore, being the root of RPKI. The IANA then delegates trust and resources to
the five Regional Internet Registries (RIRs). Each RIR, being a trust anchor and op-
erating its own Certificate Authority (CA), can delegate trust and resources. These
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delegations might include National Internet Registries (NIRs), Local Internet Reg-
istries (LIRs), or Internet Service Providers (ISPs) such that a chain of trust is created.
This can be seen in figure 2.1.

APNIC

LACNIC

ARIN

RIPE

AFRINIC

NIR LIR

LIR

LIR

LIR

LIR

LIR

LIR

ISP

ISP

RIR
Root CA NIR CA Member CA Customer

CA

FIGURE 2.1: Certificate hierarchy of RPKI. Adapted from RPKI Docu-
mentation [21].

The architecture enables an entity to verifiably assert that an entity is the legitimate
owner of a set of IP addresses or ASes [20]. To be able to cryptographically verify the
allocation of the resources, resource certificates can be issued. By binding a public
key (contained in an End Entity (EE) certificate) to the IP or AS [20], these certificates
prove who is allowed to make decisions about a range of IP addresses e.g. creating
ROAs.

EE certificates sign resource records, they cannot sign other certificates. Owners of a
prefix can create ROAs. These identify that a prefix is authorized to originate from a
given AS. Such a ROA is signed by an EE certificate.

2.5 ROV

Interaction with RPKI is most often done with specialized software. It is referred
to as the relying party. The relying party has four responsibilities: fetching and
caching RPKI repository objects, certificate and certificate revocation lists process-
ing, processing RPKI repository signed objects, and distributing the validated cache.
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The first interaction with RPKI is usually a connection to a database operated by a
RIR. As previously discussed, the next interactions can be with a NIR, LIR, or ISP.
This is shown in figure 2.2. The synchronization of the database can be performed
by leveraging rsync or The RPKI Repository Delta Protocol (RRDP) [22]. RRDP was
introduced to be more scalable and enables the use of Content Delivery Networks
(CDNs) or other caching mechanisms.

Using the validated cache filters can be generated that can be applied to BGP speak-
ers. The relying party uses the RPKI to Router (RTR) protocol to communicate with
its BGP speakers.

1
RIR

2
NIR

3

LIR
4

ISP

Hierarchy indicator

Relying party traffic  (RRDP / rsync)

RPKI to Router protocol

Traffic

RP
Relying
Party AS 200

AS 300
BGP

Speaker

Router Router
AS 100

FIGURE 2.2: Relying party interaction with RPKI and BGP speakers
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Chapter 3

Related Work

This chapter presents four related studies that have been done in the past. The topics
of the first two works are measurements in BGP, RPKI, and ROV. The following two
works combine that with DNS.

In 2018 Reuter, Bush, Cunha, et al. [17] researched how to measure the adoption of
RPKI route validation and filtering. The research showed an uncontrolled measure-
ment method and proposed a controlled method instead. Using the PEERING BGP
Testbed [23] they were able to control valid and invalid prefix advertisements. Be-
cause of the high degree of peering relations, they were able to identify if operators
implemented ROV. [17].

A year later Chung, Aben, Bruijnzeels, et al. [5] performed a comprehensive study
on the deployment, coverage, and quality of RPKI. The researchers used a data set
covering eight years of RPKI data and came to the conclusion that in late 2019 glob-
ally 12.1% of the IPv4 address space was covered by ROAs. They mentioned that
RPKI was designed to filter out unauthorized BGP announcements. Furthermore,
over the years the quality of RPKI improved and the researchers concluded that it
was “ready for the big screen” [5]. The researchers also concluded that operators
such as AT&T already dropped invalid routes. [5]

In 2020, Brouwer and Dekker [6], from the University of Amsterdam, surveyed the
state of RPKI protected public DNS resolvers. During their research, they used the
Réseaux IP Européens (RIPE) Atlas probes [24]. They instructed these probes to
query authoritatives that contained resource records for both an RPKI valid and in-
valid prefix. On the third of February 2020, they concluded that 11.5% of the used
probes were fully protected.

In the same year, Linssen researched the protection of eleven Top Level Domains
(TLDs), including the “.com” zone. That research showed that 45% of the DNS
servers resided in a protected prefix [25].
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Chapter 4

Method

This chapter explains the approach of the different experiments involved in this re-
search. The tooling and in what context it needs to operate is explained under the
subsection environment 4.1. In the following subsection, the experiments are ex-
plained.

4.1 Environment

The method used in this research works towards testing which authoritative DNS
servers are protected by ROV. To be flexible, the environment is abstracted. The
environment contains three entities. Two entities are “collectors”. In this paper,
the term collector is used to describe a piece of software that catches DNS replies.
The collector listens on a specified port, and the replies can be matched based on
their queried domain name. Of the replies, the domain name, timestamp, and IP
address are written to a file for later analysis. These collectors are located in two
separate ASes with a different upstream provider and are geographically separated.
Both announce an overlapping prefix into BGP. The invalid announcement is more
specific than the valid announcement. It is important to note that the upstream AS
for the invalid announcement should not perform ROV. If the AS does ROV, the
announcement will never propagate. The exact BGP announcements can be seen in
figure 4.1.
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Collector

Collector

BGP Advertise:
185.49.142.0/23
2a04:b907::/47

BGP Advertise:
185.49.142.0/24
2a04:b907::/48

AS16509

AS211321

NS
NS

NS

Authoritative
nameservers
IPv4 & IPv6

Multiple ASes

Valid collector & querier

Invalid collector and querier

QUERIER

Queried autoritatives on 
the Internet

FIGURE 4.1: Overview of the experiment setup. The abstracted parts
are shown: the querier, the valid and invalid collector, and the specific

BGP advertisements.

To query the authoritatives, a querier is needed. This is the third entity. The querier
can reside on one of the machines containing the valid or invalid collector, as long
as it has the same source address that is present on both the valid and invalid col-
lectors. It also has to be able to query authoritatives through feeding a list of IPv4 or
IPv6 addresses. The purpose of this script is to send thousands of queries in orders
of minutes and be able to set a specific source address, port, interface, and queried
domain name. The responses can either arrive at the valid collector as shown in fig-
ure 4.2 or at the invalid collector as shown in figure 4.3. There is also the possibility
that the query or response gets lost.
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Collector Collector
BGP Advertise:
185.49.142.0/23
2a04:b907::/47

BGP Advertise:
185.49.142.0/24
2a04:b907::/48

AS16509 AS211321
NS

NS
NS

Authoritative
nameservers
IPv4 & IPv6

Multiple ASes

Valid collector & probe Invalid collector

QUERIER

Queried autoritatives on 
the Internet

Progression in time:

PROBE QUERIES
Autoritative

Autoritative REPLIES
ending up at 
valid collector

FIGURE 4.2: Overview of query and response progression in time.
Here a query is sent to an authoritative. The response is sent to the IP
address the query came from. In the shown progression the response

arrives at the valid collector

Collector Collector
BGP Advertise:
185.49.142.0/23
2a04:b907::/47

BGP Advertise:
185.49.142.0/24
2a04:b907::/48

AS16509 AS211321
NS

NS
NS

Authoritative
nameservers
IPv4 & IPv6

Multiple ASes

Valid collector & probe Invalid collector

QUERIER

Queried autoritatives on 
the Internet

Progression in time:

PROBE QUERIES
Autoritative

Autoritative REPLIES
ending up at 

invalid collector

FIGURE 4.3: Overview of the query and response progression in time.
On the contrary to figure 4.2, this figure shows the response arriving

on the invalid collector.
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4.2 Experiments

The experiments use data from the OpenINTEL Active DNS Measurements Joint
Project [26]. From this platform, a data set of authoritatives is obtained. The data
set contains IPv4 and IPv6 addresses and their respective A and AAAA resource
records. The sets contain many country code TLDs (ccTLDs), generic TLDs (gTLDs),
data from the Alexa top 1 million, and data from the Cisco Umbrella top 1 million
[26].

The first two experiments are trivial for this research. All other experiments con-
ducted have the first two experiments’ resulting data sets as their basis. These two
experiments applied two different strategies to how the authoritatives are queried.
In the first experiment, the lists of addresses are ordered. In the second experiment,
this list is randomized. The second experiment has been chosen to circumvent pos-
sible rate limiting techniques possibly implemented by DNS operators. In both ex-
periments, the list from OpenINTEL is used to query the authoritatives every hour.
Due to time constraints linked to this project, both experiments gather data for four
days.

The collected DNS responses on the collectors yield a list of both IPv4 and IPv6 ad-
dresses. These responses are written to files by the hour. To display the collected
responses more clearly, the measurements of each hour are grouped per day. Then
all unique addresses are filtered leaving the distinct data per day. This is done sepa-
rately for the valid and invalid collectors as well as IPv4 and IPv6 addresses.

When multiple responses from the same authoritative arrive at both valid and in-
valid collectors during different hours of querying during the day, it is called a du-
plicate. To check if there are any duplicates in the resulting responses, a comparison
between the collected responses per hour is performed. This way, this experiment
can show that DNS responses can take different paths on the Internet during the day.

From OpenINTEL, a different data set is acquired. This data set contains a list of
authoritatives and the number of domains they serve. This is then correlated with
the gathered responses from the first two experiments. This experiment gains insight
into how many domains are served by an authoritative that presumably resides in
an AS that either does or does not do ROV.

A list containing ROAs that has been validated by a relying party is acquired. The list
with the Validated ROA Payloads (VRPs) is correlated with gathered data from the
first two experiments. This experiment gains insight into how many authoritatives
are covered by a ROA.
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Chapter 5

Results

In the following section, the results of the conducted experiments are presented. All
results are based on the main data set gathered from the first two experiments. As
only the order of queries of these experiments differentiates, the graphs presented
in this section visualize a total of eight days. In total 731, 113 IPv4 and 79, 701 IPv6
addresses are queried every hour.

5.1 General overview

Figure 5.1 shows an overview of authoritative responses per day. In green, the re-
sponses collected at the valid collector are shown. In blue, the responses collected at
the invalid collector are shown. Furthermore, IPv4-related statistics are shown in the
top graph, and IPv6 is shown in the bottom graph. What is immediately apparent,
is that the data set for IPv4 is nine times larger than the IPv6 data set. For IPv4 on
average 339, 179.13 responses arrive at the valid collector, for IPv6 that average is
31, 239.75. On the invalid collector, on average, 375, 096 IPv4 responses arrive. For
IPv6 that average is 33, 090.63.

Over the eight days combined, 42.87% of the IPv4 responses arrived at the valid
collector and 47.41% at the invalid collector. For IPv6, this is 39.20% and 41.52%
respectively. The percentages that can be found in the graph indicate the percentage
of the total amount of IP addresses queried. The non-responsive queries are not
shown. Therefore, the percentages shown do not add up to 100.
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are the responses collected on the valid and invalid collector. There

are 9 times more IPv4 responses than IPv6 responses.
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5.2 Overview of protected domains

How many domains are served per authoritative and what their ROV state is, is
shown in figure 5.2. In the top graph, the IPv4 reachable domains are shown. The
bottom graph does this for IPv6. Green represents the domains that are protected by
ROV and blue the unprotected. It should be noted that the amount of IPv4 reach-
able domains is larger than the number of IPv6 reachable domains. However, in
percentages, on average the IPv6 reachable domains are slightly better protected.
On average 73.14% of the IPv6 reachable domains are protected by ROV. For IPv4
that average is lower: 62.48%. On average, 31.52% of the IPv4 reachable domains
are unprotected. For IPv6 that average is 24.02%.

The percentages shown are based on the total amount of domains in the data set.
Like in figure 5.1, the results shown in figure 5.2 also exclude non-responsive queries.

On average, 186, 442, 390.25 IPv4 reachable domains and 176, 386, 002.75 IPv6 reach-
able domains are served by an authoritative that is presumably protected by ROV.
For the unprotected domains that average is 94, 066, 720.63 for IPv4 and 57, 920, 887.75
for IPv6.

The results vary significantly due to duplicates throughout the day.
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FIGURE 5.2: General overview of the amount of domains served
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Shown on the graph are validating and non-validating domains.

There are more domains reachable over IPv4 then over IPv6.
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5.3 Duplicates

The third result, shown in figure 5.3, shows responses that are seen on both the valid
and invalid collectors. As described in previous results, the top graph shows the
IPv4 space and the bottom graph shows the IPv6 space. At the bottom of each bar,
the proportional amount of the total responses is shown in percentages. The graph
shows that throughout the day, different paths to and from the authoritative can be
taken. Outliers can be observed for both the IPv4 and IPv6 reachable authoritatives
on the 24th of June. That day was good for a total of 38, 137 IPv4 and 2, 486 IPv6
responses seen on both collectors. In percentages, that is 4.82% for IPv4 and 3.12%
for IPv6 of the total responses.

In summary, an average of 9, 977.13 IPv4 and 436.25 IPv6 duplicates are seen. These
make up for an average of 0.89% and 0.55% of the total amount of responses.
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5.4 Overview of authoritatives and their ROAs

The responses collected are correlated against a list of VRPs as described in section
4.2. In figure 5.4, the overview of authoritatives IP addresses covered is shown. In
the top graph, the IPv4 results are shown. In the bottom graph, the IPv6 results are
shown. Green represents the responses collected at the valid collector of which IP
addresses are covered by a ROA. Blue represents responses collected at the invalid
collector of which IP addresses are covered by a ROA.

It can be seen that, on average, 322, 096.63 of the IPv4 authoritative responses col-
lected on a valid collector are covered by a ROA. That is an average of 40.71% of the
total average responses. For IPv6 reachable authoritatives, this average is 39, 963.13.
That is an average of 50.14% of the total average responses. Authoritatives’ ad-
dresses seen on the valid collector are signed and covered by a ROA and are pre-
sumably protected by ROV.

There are also responses collected on the invalid collector that are covered by a ROA.
For IPv4, this is an average of 271, 660.38. That is 34.35% of the average total amount
of responses. For IPv6 the averages lie at 23, 605.63 and therefore 29.62% of the aver-
age total amount of responses. The total proportional average of IPv4 authoritatives
covered by a ROA is 75.06% and 79.76% for IPv6 reachable authoritatives covered
by a ROA.
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Chapter 6

Discussion

This chapter describes discussion points. It starts with considerations regarding the
data set from OpenINTEL. Then it describes what the weakest-link problem is, how
it affects the presented results, and how that problem could be circumvented in the
future.

The data set from OpenINTEL contains not just public addresses. We hypothesize
that primary authoritatives end up in this list but are not publicly reachable. The
true cause of this is outside the scope of this research. The list of addresses is first
sanitized and leaves only public addresses.

The current results are based on one specific vantage point of the Internet. The IP
prefixes for both the valid and invalid collector originate from the same ASes. For a
more granular view, the responses should be captured from multiple places on the
Internet. Preferably such that the paths towards the authoritatives differ in between
experiments. Furthermore, the current list of authoritatives might include anycast
addresses [27]. This variable is not considered during the experiments and can there-
fore give a different view of reality. The variability of anycast routing might also be
the reason for the duplicates.

With the results gathered during this experiment, it is not possible to definitively
state that the authoritative is protected by ROV (even if the response is captured on
the valid collector). This is because the internet is dynamic and ROV needs to be
implemented on every intermediary hop. This is due to the weakest-link problem.
One of the scenarios with this problem is seen in figure 6.1. Here a validating AS is
surrounded by non-validating ASes. In case the route to the validating AS is being
hijacked, returning traffic will never arrive. Normal operation in this specific case
shows that traffic towards the validating AS will arrive at that specific AS. However,
if that route is being hijacked the traffic will never return to the same location.
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FIGURE 6.1: A validating AS surrounded by non-validating ASes

In both presented paths in figure 6.2, the upstream AS decides where the response
will end up. This is even so if the authoritative resides in an AS that does ROV. In the
same figure can see that even if most of the chain implements ROV, it can go wrong
at the upstream AS. However, on the Internet, multiple networks are interconnected
with each other and therefore this is not always the case.
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FIGURE 6.2: The difference with a non-validating and validating up-
stream AS



Chapter 6. Discussion 22

With the method that the results are collected, it is not possible to say whether the
whole path is protected or not. With the current setup, it can only be assumed. The
reasoning behind this is illustrated in figure 6.3. Here, the upstream AS validates
and does not propagate the invalid advertisement. In this case, the chain is protected
even though one of the intermediary hops and the authoritative are not protected by
ROV. This also highlights one of the strengths of ROV. If one AS implements ROV,
others could be protected as well. However, on the Internet networks are usually in-
terconnected with each other. Therefore, the invalid announcement will presumably
still spread through the Internet.

N V N

V

V

Query

Response

V Validating AS

N Non validating AS

N

Collector

Collector

Querier Authoritative

/23 /23 /23/24

/23

FIGURE 6.3: The authoritative is protected, even though it does not
do ROV

The community has seen this limitation in BGP routing [18]. To overcome this issue,
BGPsec can be implemented. The protocol lets every AS in a given AS_PATH cryp-
tographically verify the UPDATE message [18]. However, this method relies on all
operators implementing RPKI and BGPsec. It is also computationally expensive be-
cause all advertised routes need to be signed and all received BGP announcements
need to be validated.
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Chapter 7

Future Work

This chapter introduces three new studies that can be done. As previously described,
the results in this research are based on one specific vantage point of the Internet. It
could be beneficial to run the same experiments in different locations on the Internet.
This could produce significantly different results.

As previously described it is assumed that the Internet is dynamic. There is old
research [28] done on this topic and it falls outside the scope of this research. This is
why further research and development are needed in this specific area. An option to
measure how dynamic the Internet is could be done by measuring and comparing
the paths specific traffic takes. Measuring from the same source and destination for
a specified amount of time could give insights into this problem.

Another interesting area of research is finding the first AS in the chain that does
not implement ROV i.e. the first weakest-link. This could be done with a proposed
“TraceROV” tool that makes use of the well know tool “Traceroute” and a setup
similar to the one described in section 4.1. This TraceROV tool sets the hop limit to
minimal to let the next hop generate an “ICMP time exceeded” message and then
measures where the response arrives. The hop limit is then increased until the final
destination is reached, or the response ends up at the invalid collector. Both collec-
tors should communicate to know when a response arrives at the invalid collector.
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Chapter 8

Conclusion

Route hijacks have been seen in recent Internet history. RPKI and ROV offer to make
this part of the Internet more secure. 42.87% of IPv4 authoritatives and 39.20% of
IPv6 authoritatives are presumed to be protected by ROV. Besides that, 62.48% of
IPv4 domains and 73.14% of IPv6 domains are served by authoritatives that pre-
sumably are protected by ROV. Next, it is visible that the Internet is very dynamic.
Throughout the day, a response can end up at a different collector than before. Es-
pecially on the 24th of June a lot of those duplicates are found: 4.82% for IPv4 and
3.12% for IPv6. Finally, 75.06% of the IPv4 addresses and 79.76% of IPv6 addresses
are covered by a ROA. Of those, 40.71% of IPv4 reachable authoritatives and 50.14%
of IPv6 reachable authoritatives presumably reside in an AS that does ROV.

Assuming the data set used in this research is similar to the one used by Linssen [25],
this study shows that RPKI adoption is steadily increasing and thus answers the
main research question “What is the state of RPKI adoption on authoritative name
servers?”. Depending on the path that a response took, it either ended up at a valid
collector or invalid collector. This was shown to measurably happen, highlighting
the importance that all intermediate hops need to implement RPKI and ROV.
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